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INTEREST OF THE AMICUS CURIAE 

The United States Technology Policy Committee 
(“USTPC”) is the U.S. public policy committee of the 
Association for Computing Machinery (“ACM”). ACM 
is the oldest and largest international scientific and 
educational organization in the field of computing, 
with a membership of over 100,000 professionals. It is 
dedicated to advancing the arts, sciences, and applications 
of information technology. USTPC educates U.S. 
government organizations, the computing community, 
and the American public on matters of U.S. public policy 
concerning information technology. 

USTPC submits1 this brief amicus curiae out of 
a firm conviction that the questions posed in this case 
affect in pivotal ways data and computing scientists, as 
well as other professionals who make use of the Internet 
and computing technology. Increased reliance upon the 
use of the Internet in all professions makes it critical 
that clear, bright, and unambiguous lines be drawn as 
to what the laws do and do not proscribe. Such clarity is 
particularly important when the underlying technology 
and the ubiquitous use of that technology continue to 
change at a rapid and accelerating pace, and where the 
laws to be clarified include criminal as well as civil liability 
for their breach. The members of the USTPC on this brief 
are listed in the appendix.

1.  No counsel for a party authored this brief in whole or in part, 
and no such counsel or party made a monetary contribution intended 
to fund the preparation or submission of this brief. No person other 
than amici curiae, their members, or their counsel made a monetary 
contribution to its preparation or submission. The parties have 
consented to the filing of this brief.
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SUMMARY OF THE ARGUMENT

Section 1030(a)(2)(C) of the Computer Fraud and Abuse 
Act (“CFAA”) proscribes “exceeding authorization” when 
accessing a computer and thereby obtaining information. 
This statute is both criminal and civil. Moreover, it is 
capable of both a broad reading, proscribing any use of 
any kind of electronic device in any manner and for any 
purpose not expressly permitted by the device’s owner—
essentially using the CFAA to furnish civil, contractual 
prohibitions with criminal penalties; or a narrow reading, 
interpreting the Section as akin to a “data theft statute”—
thereby restricting this provision of the statute to the 
proscription actually set forth in its text. 

The USTPC represents information technology 
professionals, including data scientists, who use computer 
systems and the Internet to conduct research and to 
learn about society and the world. These professionals, 
along with security researchers, innovators, and those 
who test, prod, and probe the connections between and 
among systems functioning on the Internet, must remain 
free to find, collect, and use publicly-available data, and 
to access the publicly-available systems on which data 
are maintained, without the threat of prosecution or civil 
lawsuit. The CFAA must be read narrowly, according to 
its stated terms as drafted by Congress, allowing free 
access to publicly available information. 
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ARGUMENT

THE DEFINITION OF “EXCEEDING 
UNAUTHORIZED ACCESS” CANNOT BE 

INTERPRETED TO INCLUDE ACCESSING DATA 
PUBLICLY DISCLOSED ON THE INTERNET

Section 1030(a)(2) of the CFAA prohibits a person 
from intentionally “access[ing] a computer without 
authorization,” or doing so while intentionally “exceed[ing] 
authorized access,” and thereby “obtaining information 
from any protected computer.” 18 U.S.C. § 1030(a)(2)(C). 

A “protected computer” includes any computer 
operating in interstate commerce. 18 U.S.C. § 1030(e)
(2)(B). This definition includes any computer connected 
to the Internet—which today is almost every computer. 
Therefore, the information protected by Section 1030(a)
(2)(C) includes all websites that are maintained on such 
computers and all the information on those websites.

The Court and the Petitioner have framed the issue 
here as follows (emphasis added):

Whether a person who is authorized to access 
information on a computer for certain purposes 
violates Section 1030(a)(2) of the Computer 
Fraud and Abuse Act if he accesses the same 
information for an improper purpose.

This framing raises, indeed it begs, two questions: 
first, what is an “improper purpose”; and, second, what 
does a person’s “purpose” for accessing information 
have to do with the prohibitions in the Act, if anything. 
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“Proper” and “improper” purposes are neither defined 
nor otherwise referenced by the Act. 

These questions are significant because of the usual 
way that the Internet operates: by posting information 
(i.e., webpages and their contents, without password 
protections, copyright protection, or other control devices), 
the information is publicly disclosed—it is made available 
to the public for anyone to access. Thereafter any attempt 
to limit access to that information results in an inherent 
contradiction: by making the information available in this 
manner to the public, the posting entity has given access 
to the information to the world; so how can access by any 
particular person, or access for any particular purpose, 
exceed the authorization that was initially given? 

The answer is that it cannot.

A.  The CFAA Must Be Construed Narrowly

The CFAA imposes both civil and criminal liability. 
For this reason, the rule of lenity applies;2 and the 
prohibitions in the Act, whether in the criminal or civil 
context, must be interpreted similarly. See Leocal v. 
Ashcroft, 543 U.S. 1, 11 n.8 (2004).

2.  The rule of lenity requires “penal laws . . . to be construed 
strictly.” United States v. Wiltberger, 18 U.S. (5 Wheat.) 76, 95 
(1820). “[W]hen choice has to be made between two readings of 
what conduct Congress has made a crime, it is appropriate, before 
we choose the harsher alternative, to require that Congress 
should have spoken in language that is clear and definite.” Jones v. 
United States, 529 U.S. 848, 858 (2000) (internal quotation marks 
and citation omitted); see also Yates v. United States, 574 U.S. 
516, 547-48 (2015) (application of the rule of lenity ensures that 
criminal statutes will provide fair warning concerning conduct 
rendered illegal.)



5

Because it is a criminal law, the CFAA must be 
narrowly construed—even in the civil context. Questions 
as to the conduct proscribed, including the scope of safe 
harbors, must be resolved in favor of a defendant. Id. 
(citing United States v. Thompson/Center Arms Co., 504 
U.S. 505, 517-18 (1992) (plurality opinion) (applying the 
rule of lenity to a tax statute, in a civil setting, because 
the statute had criminal applications and thus had to be 
interpreted consistently with its criminal applications)). 
See generally United States v. Valle, 807 F.3d 508, 523 
(2d Cir. 2015) (discussing application of the rule of lenity 
in reversing conviction under the Computer Fraud and 
Abuse Act).

B.  Publishing Information on the Internet Grants 
Authority to Access That Information

The act of publicly posting information on the 
Internet, by its nature, authorizes a user of the Internet 
to view that data, viz., to access it. 

At a high level, here is how web pages and readers 
on the Internet interact: (1) a webpage is placed on or 
“hosted” (maintained) by a computer, or “server,” operated 
by the person posting that webpage; (2) a viewer (doing so 
electronically, through his or her web browser on his or her 
own computer) makes a request of the server hosting the 
webpage to send to his or her computer a copy of the data 
on that web page;3 (3) the server responds by transmitting 

3.  At this point, there is an intermediate step: the server, 
acting on the instructions with which it has been programmed, 
determines what information to release to the viewer. This may 
be as simple as providing all of the information on an entire web 
page; or may involve creating custom content for only that viewer; 
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a copy of the webpage and possibly additional data to the 
viewer’s computer; and (4) the viewer’s computer then 
reconstructs the webpage for the viewer to examine. 
See generally SIMSon gArfInkel & gene SpAfforD, web 
SecurIty, prIvAcy AnD coMMerce (2d ed. 2011). In effect, 
the poster authorizes the viewer to request, download, 
copy, and take possession of the data in its entirety. 

Technologically, the question of motive or purpose 
does not arise. Nor does it arise under the CFAA. 

As noted above, Section 1030(a)(2)(C) of the CFAA 
prohibits a person from intentionally “access[ing] a 
computer without authorization,” or doing so while 
intentionally “exceed[ing] authorized access,” and thereby 
“obtaining information.” Nowhere is “motive,” “goal,” 
“reason,” or “purpose,” whether proper or improper, 
mentioned—it is not in this Section. Because this is a 
criminal law, and must be narrowly construed, it cannot 
be read into the Section.

Violations of terms of service, policy statements, 
warning notices, and the like do not convert the accessing 
of information into “exceeding” the authorization already 
granted to access that information. This is so because 
the authority to view, download, and copy the data was 
granted in toto by the public posting of the data. There is 
no other authorization required. See, e.g., Facebook, Inc. v. 
Power Ventures, Inc., 844 F.3d 1058, 1067 (9th Cir. 2016) 
(“[A] violation of the terms of use of a website—without 
more—cannot establish liability under the CFAA.”). 
Contra United States v. John, 597 F.3d 263, 273 (5th Cir. 

or the server may refuse to respond to a request that it deems to 
be unauthorized.
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2010) (employee who accesses information from a company 
computer, which information he is entitled to access, 
exceeds his authority to access such information when he 
does so both in violation of company policy and for use in 
a criminally fraudulent scheme).

As the Ninth Circuit noted in HiQ Labs, Inc. v. 
LinkedIn Corp., 938 F.3d 985, 1002 (9th Cir. 2019), petition 
for cert. filed, No. 19A819 (2020):

[T]he CFAA contemplates the existence of three 
kinds of computer information: (1) information 
for which access is open to the general public 
and permission is not required, (2) information 
for which authorization is required and has 
been given, and (3) information for which 
authorization is required but has not been given 
(or, in the case of the prohibition on exceeding 
authorized access, has not been given for the 
part of the system accessed).[4]

This is not to say that the clause regarding “exceeding 
authorized access” has no meaning. Nor does it imply that 
there are not other statutes that address improper motive 

4.  However, an Internet user must not have to guess whether 
he or she has authority to access information on a computer 
system, nor be subject to a risk that he or she is mistaken in 
this regard. Unless a prohibition is clear and unambiguous, the 
authority must be deemed granted. Cf. QVC, Inc. v. Resultly, LLC, 
159 F. Supp. 3d 576, 596 (E.D. Pa. 2016) (“The relevant question 
is not whether [the defendant] Resultly was granted permission 
to access the information on [the website] QVC.com, but whether 
that authorization was ever rescinded or limited in a way that 
would put Resultly on notice that it was not authorized to access 
information it was otherwise entitled to access.”).
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or improper conduct—it is simply that Section 1030(a)(2)
(C) does not, and must not be read as prohibiting access 
with any particular motive or by any particular means. 

“Exceeding authorized access” has a meaning. The 
CFAA defines the term “exceeds authorized access” as 
“to access a computer with authorization and to use such 
access to obtain or alter information in the computer that 
the accesser is not entitled so to obtain or alter.” 18 U.S.C. 
§ 1030(e)(6). (We confine ourselves here to the prong of 
“obtaining” information, as the alteration of information 
in a computer in not at issue in this case.)

As noted above, the posting of information on the 
Internet by means of maintaining it on a computer that 
is connected to the Internet means, by necessity, allowing 
anyone who can view that information to have full access 
to it. “Exceeding authorized access” in such a context is 
not possible. 

With this being said, this prong of the statute does 
have a meaning: when a person who has authority to 
access a computer system generally does so, but then 
hacks into a portion of the system that he or she is not 
permitted to access. See United States v. Nosal, 676 F.3d 
854 (9th Cir. 2011) (en banc) (discussing hacking in the 
context of the CFAA). However, because motive is not 
mentioned in this Section of the CFAA, it must not be read 
into this Section so as to expand the conduct proscribed 
by Congress. Similarly, the Section does not mention 
the means whereby a user accesses the information: it 
mentions neither browsing and viewing by an individual; 
nor the use of automated software (colloquially known as 
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a “bot”) to mechanically examine and collect, or “scrape,”5 
all or a sizeable portion of a website.6

C.  The Automated Scraping of the Internet for 
Publicly Posted Data, for Whatever Purpose, Is 
Not Prohibited by the CFAA

Data researchers have many reasons for collecting 
and analyzing information available on the Internet. 
Examples of these reasons include: the evaluation of 
gender and racial biases on the Internet for job postings 
and other employment matters, and for the award of 
contracts, grants, and similar economic advantages; 
the correlation of financial grants and contributions to 
authors of published articles, so as to identify possible 
conflicts of interest affecting the reliability of the analysis 
and conclusions in those articles; the evaluation and 
comparisons of economic data of categories of individuals, 
of companies, of nations, etc.; the mapping of geographic 
data; and audits of search engine functions for accuracy, 
biases, and conflicts of interest. Concrete examples of 
these and other research projects are set out below for 
the Court’s consideration.

 Section 1030(a)(2)(C) of the CFAA should not be read 
so as to put data researchers at risk for criminal or civil 
liability for conducting research that involves collecting 
information that is publicly available on the Internet. 
See Sandvig v. Barr, 2020 U.S. Dist. LEXIS 53631, *24-

5.  As used in this brief, the term “scraping” means accessing 
and collecting data from a webpage using automated means. 

6.  Indeed, this is how search engines such as Google, Yahoo!, 
and others function. 
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43 (D.D.C. March 27, 2020), appeal filed, No. 20-5153 
(D.C. Cir. May 28, 2020) (researchers accessing publicly 
accessible data in a manner that violates a website’s 
terms of service do not violate the criminal provisions of 
the CFAA). A company should not be allowed to use the 
penalties of the CFAA to prohibit the collection of the 
information that it posts when that collection is done for 
any purpose, including, for example, determining whether 
that company has a financial conflict of interest adversely 
affecting the reliability or objectivity of its data or 
operations. Companies that allow prospective purchasers 
of its goods or services to browse its websites must not use 
the proscriptions of this Section of the CFAA to prohibit 
scientists, lawyers, or other professionals to do the same 
for research purposes. Similarly, such companies should 
not be able to use the CFAA to impede and discourage 
such research by prohibiting any particular means of 
collecting such information, such as scraping—whether 
the prohibition is posted in English on the website or 
posted in code in a “robots.txt” file.7

This does not mean that the misuse of the Internet, 
a website, or a website’s data is not actionable, as other 
statutes are available under state and federal law, both 
criminal and civil, to prohibit specific instances of misuse. 

For example, excessive or inappropriate use of 
automated search mechanisms may be prohibited by 
Section 1030(a)(5)(A) of the CFAA, which provides that 
whoever

7.  A convention observed by some indexing services is to look 
for a file named “robots.txt” on a web site and use its contents as 
advice on what to index or avoid. 
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knowingly causes the transmission of a 
program, information, code, or command, and 
as a result of such conduct, intentionally causes 
damage without authorization, to a protected 
computer [commits a federal offense and shall 
be punished as further provided by Section 
1030(c) of the CFAA].

The CFAA provides for a civil remedy for a victim of 
this offense, found in Section 1030(g). It also allows for 
injunctive relief.

The theft of data may be the subject of yet other laws:

(1) social security numbers, credit card numbers, and 
other bank access information are addressed by 18 U.S.C. 
§ 1029 (unauthorized access devices);

(2) confidential business information, including trade 
secrets, is addressed by the Economic Espionage Act, 18 
U.S.C. § 1831 et seq., particularly by Section 1832;

(3) circumvention of an access control device protecting 
the data, such as a password, or a mandatory question-
and-answer page interposed between the viewer and the 
data, or a paywall; or otherwise hacking into a computer 
system, including utilizing a software vulnerability or a 
direct attack on the hardware, is conduct that may be 
covered by such laws as the wire fraud statute, 18 U.S.C. 
§ 1343; the anticircumvention provisions of the Digital 
Millennium Copyright Act, 17 U.S.C. § 1201; and the 
Stored Communications Act, 18 U.S.C. § 2701 et seq.;

(4) subsequent dissemination of copyrighted material 
accessed may be prohibited by copyright law, including 
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the criminal provisions of the No Electronic Theft Act, 
17 U.S.C. § 506(a)(B) & (C); and

(5) taking of government information may be 
addressed by another provision of the CFAA, 18 U.S.C. § 
1030(a)(2)(B), or by 18 U.S. Code § 641 (see United States 
v. Morrison, 844 F.2d 1057 (4th Cir. 1988) (theft and sale 
to the press of classified government information)).

Another example is the violation of the terms of 
service for a website. Such a violation may result in a claim 
for breach of contract and the termination of service to the 
user who violated the terms of service. There is no reason 
for the criminal and the civil remedies in the CFAA to be 
implicated, and no reason for these cases to be litigated in 
federal courts as opposed to state court venues. 

Noteworthy is that equating a violation of the CFAA 
with a violation of an internet service provider’s terms 
of service, or a violation of an employment agreement 
concerning the use of a company’s computer system, 
or disregarding the posting of a limitation for the use 
of a website, will result in the following anomalous 
judicial situation: private and commercial entities will 
be empowered to draft criminal laws by means of the 
language they use in these agreements—enforceable 
through a bootstrapping process under the CFAA. Under 
our Constitution, it is up to Congress to draft criminal 
laws—not private entities. 

D.  Automated Scraping Is an Invaluable Tool for 
Information Technology Professionals

The USTPC urges the Court to recognize fully the 
need for a narrow interpretation of Section 1030(a)(2)
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(C). For this purpose, we include the following examples 
of scholarly research that have been conducted by data 
scientists using automated scraping that have had a 
positive impact within the disciplines of computer science 
and related fields of science and technology:

1. Em i l io  Fer ra ra ,  Pa squa le  De Meo,  et 
al.,  Web Data Extraction , Applications 
and Techniques: A Survey, 70 knowleDge 
bASeD SySteMS 301-23 (Nov. 2014), https://doi.
org/10.1016/j.knosys.2014.07.007: Data mining 
or data extraction from website content using 
scraping or web crawling techniques is a key tool 
enabling the performance of analysis in business 
intelligence systems and can be used to gather 
data disseminated by social platform users for 
analysis of human behavior on a large scale.

2. Ensheng Dong, Hongru Du, et al.,  An interactive 
web-based dashboard to track COVID-19 in 
real time, the lAncet InfectIouS DISeASeS Vol 
20 (May 2020), https://doi.org/10.1016/S1473-
3099(20)30120-1: Development of an online 
interactive dashboard that aggregates local 
media and government reports, and uses twitter 
feeds and online news services to visualize and 
track reported COVID-19 cases in real time, 
including the location and number of confirmed 
cases, deaths and recoveries for all countries.

3. Nicolas Christin, Traveling the Silk Road: A 
measurement analysis of a large anonymous 
online marketplace,  proceeDIng S of the 
InternAtIonAl worlD wIDe web conference, 
WWW ‘13, at 213-224. (Rio de Janeiro, Brazil 
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May 2013), https://www.andrew.cmu.edu/user/
nicolasc/publications/TR-CMU-CyLab-12-018.
pdf: Study conducted an economic analysis of 
dark web markets by daily web crawls, collecting 
and analyzing data from hidden international 
marketplaces using Bitcoin exchange currency, 
concluding that the Silk Road service was used as 
a market for controlled substances and narcotics.

4. Kyle Soska and Nicolas Christin, Measuring 
the Longitudinal Evolution of the Online 
An o n y m o u s  Ma r k e t p l a c e  Ec o s ys t e m , 
proceeDIngS of the 24th uSenIX SecurIty 
SyMpoSIuM (USENIX Security 2015) at 33-48. 
(Washington, DC August 2015), https://dl.acm.
org/doi/10.5555/2831143.2831146: Researchers 
conducted a two-year analysis of the anonymous 
online marketplace ecosystem, the goods sold, the 
marketplace economics, and the effectiveness of 
law enforcement, leading to policy developments 
such as the European Monitoring Centre for 
Drugs and Drug Addiction (EMCDDA) and 
EUROPOL.

5. Arunesh Mathur, Gunes Acar, et al., Dark 
Patterns at Scale: Findings from a Crawl of 11K 
Shopping Websites, proceeDIngS of the AcM 
on huMAn-coMputer InterActIon (Nov. 2019), 
https://doi.org/10.1145/3359183: Researchers 
used automated data mining techniques, 
analyzing 11,000 websites to identify so-called 
“dark patterns” on shopping websites that seek 
to coerce, steer or deceive users into making 
unintended or harmful decisions. Deceptive 
practices were identified on 183 sites, and 
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recommendations were made for researchers and 
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CONCLUSION 

A Bright Line Test 

Where information is made publicly available on the 
Internet, Section 1030(a)(2)(C) of the CFAA cannot be 
interpreted as prohibiting any means of accessing that 
information, and cannot be construed as prohibiting 
any motive for accessing that information, by terms of 
service, employment agreements, company policies, or 
the postings of any limitation of use. 

Publicly disclosed information is publicly available. 
This is a bright line in the sand.8
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8.  And we note that sand is primarily silicon.
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